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Abstract. To adapt the data rate in accordance with the quality of the link, the
IEEE 802.11b standard proposes the variable rate shifting functionality. This in-
trinsic functionality of the 802.11b products progressively degrades the bit rate
when a host detects unsuccessful frame transmissions. Furthermore, the basic
CSMAJ/CA channel access method guarantees that the long-term channel access
probability is equal for all hosts. When one host captures the channel for a long
time because its bit rate is low, it penalizes other hosts that use the higher rate,
inciting a performance anomaly. This paper aims at avoiding this performance
anomaly and the consequent waste of bandwidth. We propose the Fair Time Shar-
ing (FTS) approach to perform real fair sharing among the active hosts in the hot
spot, thus avoiding the performance degradation caused by one or more slow
hosts. This paper presents the FTS architecture and its performance evaluation,
showing the improvement achieved.

1 Introduction

The economic feasibility and an easy deployment of IEEE 802.11b for wireless lo-
cal area networks, leading to the wireless mobile Internet, incite its widely adoption
as future access networks. The raise of the bit rate in the wireless networks tech-
nologies offers to these networks a comparable performance with respect to wired
local area networks. However, the wireless nature of the radio networks introduces
many problems that were unknown in the wired networks. These are mainly due to
the transmission of a signal over the radio medium. Furthermore, there are various
effects due to fading, interference from other users, and shadowing from objects, all
them degrading the channel performance [JA94]. Measurements of a particular radio
LAN appear in [DU92], showing that the packet-error rates critically depend on the
distance between the transmitter and receiver, and surprisingly, not monotonically in-
creasing with the distance. Because of such constraints, transmission in radio networks
is not reliable enough to allow the construction of a control based access mechanism
for the network management. Likewise, several performance evaluation studies of the
IEEE 802.11 DCF [CHO04] [CR97] [WE97] [BIOO] show that performance is very sen-
sitive to the number of competing stations on the channel, especially when the Basic
Access mode is employed. To adapt the data rate in accordance with the quality of the
link, the IEEE 802.11 standard [ST99] proposes the variable rate shifting functionality.



This intrinsic functionality of the 802.11b products progressively degrades the bit rate
from the nominal 11 Mbps to 5.5, 2, or 1 Mbps when a host detects unsuccessful frame
transmissions. The multiple data transfer rate capability performs dynamic rate switch-
ing with the objective of improving performance. Nevertheless, to ensure coexistence
and interoperability among multirate-capable stations, the standard defines a set of rules
that shall be followed by all stations. A performance anomaly causing a performance
degradation in a hot spot due to the influence of a host with lower bit rate, was first
analyzed in [HEO3]. The authors examine the performance of 802.11b showing that
the throughput is much smaller than the normal bit rate. They also analyze how a host
with a lower bit rate influences the throughput of the other hosts that share the same ra-
dio channel. This results in a performance anomaly perceived by all hosts. The authors
solely analyze the performance anomaly without introducing any solution. Our paper
introduces the newair Time Sharingapproach to avoid the performance anomaly in a
dynamic and adaptive manner. Such an approach is based on the attribution of time slot
for each host, to perform a real fair sharing among the active heterogeneous hosts in the
hot spot.

2 Fair Time Sharing (FTS)

The fair access to the channel provided by CSMA/CA causes a slow host transmitting
at 1 Mbps to capture the channel for a period eleven times longer than hosts transmit-
ting at 11 Mbps [HEO03]. Such a procedure induces, at the long-term, a non equitable
time sharing, because the active hosts degrade their bit rate to the smaller bit rate in the
hot spot, e.g. around 1 Mbps. This characterizes a performance anomaly. We introduce
theFair Time Sharingapproach to avoid the performance anomaly. In our approach we
fairly share the access time destined for each host according to the configured bit rate.
We attribute a specified time slot to each slow host, shaping their maximum output traf-
fic to prevent the unfair share due to the data rate degradation. The assessment of the
time slot is based on the number of competing hosts within the hot spot and the useful
throughput. The Fair Time Sharing (FTS) architecture proposes a simple architecture
composed by three components over the UDP protocol: FTS-Server, FTS-Client, and
Traffic shaper. To achieve a better bandwidth optimization in the hot spot, two classes
are implemented: Slow class and Fast class. In the slow class, all client stations that can
compromise the hot spot performance are included, i.e. client stations having a slow
data rate. In such a class, the resources are shared based on the number of clients and a
resource reservation is performed. In the fast class, all client stations work in fast data
rate. The FTS-Server is located on the access point. The access point logs the number
of connected users in the hot spot and their corresponding bit rate. The FTS-Server
broadcasts this number of connected users and sets the fast class threshold. It works
over UDP to avoid connection state management. The FTS-Client is located on the
client station, it receives the FTS-Message and implements the traffic shaper. It works
over UDP remaining simple and connectionless. The Traffic shaper is located on the
client station and responsible for adapting the outgoing traffic to network bandwidth
availability. This traffic shaping policy is implemented using the Traffic Conffe)(
program from the “iproute2” package, detailed in [HOTC]. It works at network level.



Each FTS-Client enforces the calculated allowed time slot using the traffic shaper el-
ement. The FTS-Client does not limit the time slot when it belongs to the fast class,
using as much bandwidth as possible. This means that a FTS-Client in fast class uses
the default fair sharing method, allowing this class of clients to also consume the idle
bandwidth left by slow class clients. In order to optimize the bandwidth utilization, the
FTS-Message sets a threshold for the fast class. For instance, when there is no host
working at 11 Mbps, the threshold for the fast class is set to the highest data rate in the
hot spot. Therefore, this field allows changing the maximum data rate used in the fast
class in a dynamic manner. Then, each niadaintains a local control of the bandwidth

in setting its traffic shaper.

3 Performance Measurements

In this section, we present the performance measurements of the proposed FTS proto-
col. The measurements are performed usinggl# tool [IPER]. Theiperf represents

a TCP/UDP bandwidth measurement tool. We set up a testbed platform to measure the
throughput that hosts can obtain when sharing a 11 Mbps 802.11b wireless hot spot.
We have used three notebooks (hostl, host2, and host3) with 802.11b cards (Lucent
Orinoco). The wired part of the network is connected by the access point. We imple-
ment the FTS protocol comparing the results with a classical hot spot. The first step is
to measure the real useful throughput in data rate degradation. These measurements de-
picted in Table 1, are stored in the host to gauge its allotted time slot and are then used
to set the traffic shaper. Table 1 presents the measurements of the useful throughput
through our performance evaluation results.

Table 1. The useful throughput obtained for one single host in a hot spot with UDP traffic.

Bit Rate|Useful throughpyProportion of useful throughput
11 Mbps|  6.05 Mbps 55%
5.5Mbps  3.81 Mbps 69.27%

2 Mbps 1.68 Mbps 84%

1Mbps| 0.891 Mbps 89.1%

The FTS protocol uses a bandwidth value to set the traffic shaper to avoid the degra-
dation of the average throughput. This bandwidth is calculated according to the number
of connected clients in the hot spot and the maximum useful throughput, presented in
Table 1. In the measurement environment, the choice of the destination nodes for the
flows is somewhat arbitrary and any destination could have been chosen for each flow
without affecting the results. Unless otherwise specified, the following assumptions are
made: Each flow is active throughout the duration of the experimental. All packets on
all flows contain 1534 bytes. The time duration of our implementation is of 400 s. The
results of the first experimentation are depicted in Fig. 1(a). Observe that this experi-
mentation shows the effect perceived by improving the mobility of one host in the hot
spot.
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Fig. 1. Measurements results

Intime 0 s, only one station (hostl) is active in the hot spot with 11 Mbps as bit rate
and approximately 6 Mbps as useful throughput. After approximately 10 s, another sta-
tion (host2) also with 11 Mbps as bit rate arrives in the hot spot. The useful throughput
decreases to 3 Mbps for the two hosts. Afterwards, the host2 starts to move away from
the Access Point, decreasing its useful throughput, although it keeps the same bit rate.
At the other hand, we can see the throughput increase of hostl. From 50 s until 150 s,
the useful throughput perceived by host2 is strongly degraded. At about 160 s, we set
the bit rate to 2 Mbps only for the host2. In this instant, the slower host increases its
useful throughput to about 500 kbps. Thus, the fast host decreases drastically its useful
throughput to about 2.5 Mbps. In such a case, we can verify that the degradation of
the bit rate in one mobile host imposes the degradation in the other host. However, as
the slower host gets closer the Access Point, and consequently near the fast host, the
useful throughput becomes the same. For the two hosts this stabilization is perceived
between time 240 s and time 310 s, when the two stations achieve approximately the
same throughput. Afterwards, about the time 320 s, we set the bit rate to 11 Mbps for the
host2. In such an instant, the faster host increases its useful throughput to about 4 Mbps
and the slower host to about 2.5 Mbps. Then, the useful throughput of the host2 starts
again to decrease because of the mobility. Next experimentation measures the through-
put of the competing hosts if there are 2 heterogeneous hosts in the hot spot. The results
presented in Fig. 1(b), show the final throughput according to the bit rate degradation.
At the beginning, only one host is active in the hot spot, thus achieving 6 Mbps as use-
ful throughput. At 50 s, a second host arrives in the hot spot, fairly sharing the useful
throughput. At 100 s, the bit rate of the first host is degraded to 5.5 Mbps. Note that the
degradation of the 2 hosts reaches nearly the same throughput, about 2.5 Mbps, despite
that only one host has the bit rate degraded. The same anomaly is depicted each time
that the bit rate of a single host is degraded. At 260 s, the bit rate of the slower host
is once again set to 11 Mbps. Then, we can verify that the useful throughput perceived
by the two hosts is again of 3 Mbps. The effectiveness of the proposed FTS approach
is demonstrated in Fig. 2. This scenario demonstrates that our proposed technique is
able to track abrupt variations in the network state, while keeping a very high level of
accuracy.
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Fig. 2. The Fair Time Sharing improvement avoiding the throughput degradation.

In these experimentations, our FTS-Server broadcasts each 5 s the FTS-Message
that represents the number of connected clients (2 clients) and the fast class thresh-
old (11 Mbps). At 100 s, the bit rate of the first host, is degraded to 5.5 Mbps. In this
point, the FTS-Client checks its bit rate and the corresponding useful throughput ac-
cording to Table 1. In such a case, as we have 5.5 Mbps as bit rate configuration, we
use the 3.81 Mbps value. Then, the FTS-Client divides this value with the last received
number of connected clients cad 1.905 Mbps. This value is applied in the traffic shaper
limiting the output bandwidth as shown in Fig. 2. We verify that the FTS approach pre-
vents the degradation in faster host's throughput. Only the hosts belonging to a slow
class have their throughput degraded. Likewise, the same improvement occurs when
the bit rate of the slower host is degraded to 2 Mbps. The FTS-Client checks its bit
rate and the corresponding useful throughput according to Table 1. As we have 2 Mbps
as bit rate configuration, we use the 1.68 Mbps value. Then, the FTS-Client divides
this value with the last received number of connected clients, that is equal in this case
to 0.840 Mbps. Therefore, this value will be applied in the traffic shaper limiting the
bandwidth output as stated in Fig. 2. The FTS-Client checks its bit rate and the corre-
sponding useful throughput according to Table 1. In such a case, as we have 1 Mbps
as bit rate configuration, we use the 0.891 Mbps value. Then, the FTS-Client divides
this value with the last received number of connected clients, that is equal in this case
to 0.445 Mbps. Therefore, this value will be applied in the traffic shaper limiting the
output bandwidth as depicted in Fig. 2. After 250 s, the bit rate of the slower host is
once again set to 11 Mbps. Then, we can verify that the useful throughput perceived
by the two hosts returns to 3 Mbps. A drawback of the FTS architecture is the need
to deploy a FTS-Server application in the Access Point in order to broadcast the num-
ber of clients and a FTS-Client application in every host to set the shaper. Therefore,
we assume that all stations in the hot spot support the FTS architecture. Our findings
show the improvement achieved by our architecture: the faster host keeps its throughput
unchanged regardless of the presence of a slower competing host.
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4 Conclusion

In this work, we have analyzed the performance of a 802.11b network. This perfor-
mance is very sensitive to the number of competing stations on the channel. Through
our analysis, we verify that a lower bit rate host influences the throughput of other hosts
that share the same radio channel. This paper has discussed the impact of bit rate degra-
dation in an 802.11b wireless LAN that characterizes a performance anomaly. We have
then introduced a new approacfair Time Sharingo avoid the performance anomaly.

The proposed FTS approach implements a real fair sharing scheme among the active
heterogeneous hosts in the hot spot, avoiding the performance degradation caused by
one or more slow hosts. We attribute a specified time slot to each slower host, shaping
their maximum traffic during the degradation period. The FTS approach presents the
cure for the performance anomaly of 802.11h.
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